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Abstract—This letter develops a fast mission planning frame-
work named planning decision tree (PDT), that can handle large-
scale multi-robot systems with temporal logic specifications in real
time. Specifically, PDT builds a tree incrementally to represent the
task progress. The system states are modeled by both completion
positions and times, which avoids sophisticated product automaton
and significantly reduces the search space. By growing the tree
from the root node to leaf nodes, PDT can be searched for mis-
sion plannings that satisfy the linear temporal logic (LTL) task.
Rigorous analysis shows that the PDT based planning is feasible
(i.e., the generated plan is applicable and satisfactory with respect
to the LTL task) and complete (i.e, a feasible solution, if exits, is
guaranteed to be found). We further show that PDT based planning
is efficient, i.e., the solution time of finding a satisfactory plan is only
linearly proportional to the robot numbers. Extensive simulation
and experiment results demonstrate its efficiency and effectiveness.

Index Terms—Linear temporal logic, mission planning, planning
decision tree.

I. INTRODUCTION

L INEAR temporal logic (LTL), as a formal language, is
being widely used to describe complex robotic tasks [1],

[2], [3]. Although multi-robot systems with LTL specifications
have shown great potentials, there is one main challenge - the
timely planning - that limits their deployment in real-world
applications. For instance, consider a search and rescue scenario
after a natural disaster. It often requires a large group of robots
(e.g., UAVs) to collaboratively search for the survivors and
the mission should be planned fast to enable real time imple-
mentations. However, existing temporal logic mission planning
approaches either cannot scale well for multi-robot or suffer
from large computational cost limiting its applicability in real
time. Hence, this work is particularly motivated to develop a fast
mission planning framework that can handle a large multi-robot
system.

The approaches to mission planning problems with LTL
specifications can be centralized or distributed. In centralized
approaches, automaton-based methods [4], [5], [6], [7] construct
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a product automaton based on the transition systems and the
Büchi automaton generated by the LTL formula. Graph-search
techniques are then applied over the product automaton to
search for satisfactory plans. However, automaton-based ap-
proaches generally cannot deal with large-scale multi-robot
systems, since the size of the product automaton grows sub-
stantially with the number of robots. Besides the group size,
the workspace complexity also contributes significantly to the
huge search space, limiting the efficiency of mission planning.
Previous works heavily rely on the abstract discrete maps and the
product automaton for mission planning, resulting in not only
poor scalability but also poor real-time performance [8]. The
method MT* in [9] constructs a reduced version of the product
graph without computing the complete joint transition system.
However, they still suffer from dimensional explosion with the
increase of the number of robots. Recently, sampling-based
algorithms [10], [11] have been developed, which can be applied
in continuous maps. The solution can be obtained relatively
faster than conventional approaches, and can be extended for
reactive planning [12]. However, such methods are only proba-
bilistically completed. Besides, due to the existence of a large
number of useless samples, long exploration time is often
needed.

Another mainstream centralized solutions are optimization-
based methods. For instance, by formulating the mission plan-
ning problem as a mixed integer linear programming (MILP)
problem, optimization-based methods have been investigated
for metric interval temporal logic (MITL) mission planning [13],
signal temporal logic (STL) mission planning [14], LTL mission
planning [15], homogeneous multi-robot systems [16], and het-
erogeneous multi-robot systems [17]. However, MILP suffers
from the high computational cost, limiting its applications in
real time.

Different from centralized approaches, distributed mission
planning of multi-robot systems has also been investigated. The
ideas behind distributed planning can be classified as either task
decomposition-based [18], [19], [20] or task coupling-based
methods [21], [22], [23]. By task decomposition each robot
can be planned independently, while the task coupling methods
directly construct local formulas to enable global mission objec-
tives. Distributed methods have good scalability and are suitable
for real-time planning. However, the above decomposition and
coupling methods have to be carefully designed case by case and
need to additionally satisfy a number of restrictive hypothesis to
ensure the validity and avoid deadlocks.
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In this letter, we develop a fast mission planning framework
named planning decision tree (PDT) that can handle large-scale
multi-robot systems in real time. Specifically, by considering the
LTL task specifications and environment, the PDT builds a tree
incrementally to represent the task progress and system states.
The PDT based mission planning framework has the following
advantages. First, it is applicable to large-scale multi-robot
systems. To avoid the use of product automaton, the system
states are modeled by both the completion position and time of
each agent, which greatly reduce the search space of the multi-
agent system. Such a design can deal with mission planning
with multiple orders of magnitude more robots than those that
existing methods can manipulate. As shown in simulation, the
PDT based framework can deal with 104 robots and beyond.
Second, it can achieve fast planning in real time. Leveraging the
tree structure, the developed PDT encodes the task and system
states in a hierarchical tree, which is built incrementally during
mission operation and system states iteration. Therefore, PDT
based planning framework shows significant savings in terms
of not only memory used to save the runtime data, but also
the computational cost. The pruning in PDT can further reduce
the complexity. Although only the locally optimal plan can be
obtained with pruning, rigorous analysis shows that the PDT
based planning is feasible (i.e., the generated plan is applicable
and satisfactory with respect to the LTL task) and complete (i.e, a
feasible solution, if exits, is guaranteed to be found). We further
show that PDT based planning is efficient, i.e., the solution
time of finding a satisfactory plan is only linearly proportional
to the robot numbers. Extensive simulation and experiment
results demonstrate the effectiveness of the proposed planning
framework.

Notations: let Z≥0, N, R+, and [N ] denote the set of non-
negative integers, the set of natural numbers, the set of positive
real numbers, and the shorthand notation for{1, . . . , N}, respec-
tively. Given a set A, denote by |A| and 2A the cardinality and
power set of A, respectively. Given a sequence σ = σ0σ1 . . .,
denote by σ[j . . .] = σjσj+1 . . . and σ[. . . j] = σ0 . . . σj . Let
A \B be the set difference.

II. PRELIMINARIES

An LTL formula is built on a set of atomic propositions, stan-
dard Boolean operators such as ∧ (conjunction), ¬ (negation),
and temporal operators such as X (next), and U (until). Given a
set of atomic propositions AP , the syntax of an LTL formula φ
is defined as

φ := ap | ¬φ | φ1 ∧ φ2 | Xφ | φ1Uφ2, (1)

where ap ∈ AP represents the atomic proposition that can be
either true or false. Xφ means φ is true at the next moment, and
φ1Uφ2 means φ1 is true until φ2 becomes true. Other proposi-
tional logic operators such as ∨ (disjunction), → (implication),
and temporal operators such as G (always) and F (eventually)
can also be defined [24].

The semantics of an LTL formula are defined over an infinite
sequence σ = σ0σ1 . . . with σi ∈ 2AP , i ∈ Z≥0, where 2AP

represents the power set of AP . Denote by σ |= φ if the word σ

satisfies the LTL formula φ. An LTL formula can be translated
to a nondeterministic Büchi automaton (NBA).

Definition 1: An NBA is a tupleB = (S, S0,Δ,Σ,F), where
S is a finite set of states; S0 ⊆ S is the set of initial states;
Σ = 2AP is the input alphabet;Δ : S × S → 2Σ is the transition
function; and F ⊆ S is the set of accepting states.

Given a sequence of input σ = σ0σ1σ2 . . . over Σ, a run of
B generated by σ is an infinite sequence s = s0s1s2 · · · where
s0 ∈ S0 and σi+1 ∈ Δ(si, si+1), i ∈ Z≥0. If the input σ can
generate at least one run s that intersects the accepting states
F infinitely many times, B is said to accept σ. For any LTL
formulaφ overΠ, one can construct an NBA with input alphabet
Σ accepting all and only words that satisfy φ. To convert an LTL
formula to an NBA, readers are referred to [25] for algorithms
and implementations.

III. PROBLEM FORMULATION

Consider a multi-robot system R = {r1, . . . , rna
}, where

na is the number of robots. The robots operate in a bounded
workspaceM , which contains nM ∈ N non-overlapped regions
of interest. Denote by Mi the ith region of interest and denote
by MNI the no-fly region (e.g., obstacles or the regions that the
robots can not traverse or operate within), where Mi ∩Mj = ∅
and Mi ∩MNI = ∅ with ∀i �= j and i, j ∈ [nM ]. For each
position p ∈ M , the labeling function L : M → AP maps p to
the corresponding ap ∈ AP , i.e.,L(p) = ap. Let pi(t) ∈ M and
vi(t) ∈ R denote the position and velocity of ri at time t ∈ R,
respectively. Following the works of [11], [26], [27], the agents’
tasks are pre-assigned via LTL-based specifications.

Definition 2: The abstract task system (ATS) is defined as
a tuple T = (Q,AP,M,R,LA,LM,LR), where Q is a finite
set of abstract sub-tasks, M is the workspace, LA : Q → AP
is a labeling function that indicates the atomic proposition as-
sociated with the sub-task q ∈ Q, LM : Q → M is a labeling
function that maps q ∈ Q to a position p ∈ M , i.e. LM(q) = p,
and satisfies L(LM(q)) = LA(q), LR : Q → 2R is a labeling
function that maps q ∈ Q to the set of required robots R′ ⊆ R,
i.e., LR(q) = R′.

The ATST in Definition 2 is developed to abstract the mission
in M into a set of sub-tasks. That is, each q ∈ Q uniquely
corresponds to an atomic proposition LA(q), which is executed
atLM(q) in the workspace and the robots inLR(q) get involved
in performing the sub-task q.

Example 1: To illustrate the construction of ATS, consider a
group of 3 robots (e.g., crazyflie) operating in the environment
as shown in Fig. 1 . Suppose the mission first requires robot
r1 to visit the red region and robots r2 and r3 to visit the blue
region. Then, robot r3 needs to visit the green region and robots
r1 and r2 need to visit the yellow region. Finally, all robots
return to white region. Such a mission can be represented as φ =
φ1 ∧ φ2 ∧ φ3, where φ1 = ((¬ap2 ∧ ¬ap4)Uap3) ∧ ((¬ap2 ∧
¬ap4)Uap1), φ2 = ((¬ap5)Uap2) ∧ ((¬ap5)Uap4), and φ3 =
Fap5. Since there are five areas of interest, we define Q =
{q1, q2, q3, q4, q5}, where LA(qi) = api, i ∈ [5], LR(q1) =
{r1},LR(q2) = {r2, r3},LR(q3) = {r1, r2},LR(q4) = {r3},
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Fig. 1. The environment contains 3 robots ri, i ∈ [3], and 5 areas of interest
labeled as sub-tasks qi, i ∈ [5].

LR(q5) = {r1, r2, r3}. The mappings LM(qi), i ∈ [5], are
shown in Fig. 1.

Given the workspace M and the NBA Bφ generated by the
LTL formula φ, the plan is defined as Π = (q, s,π), where
q = q0q1q2 . . . is the sequence of sub-tasks in T with qi ∈ Q,
π = π0π1π2 . . . is the sequence of atomic proposition with
πi = LA(qi) ∈ AP , and s = s0s1s2 . . . is the sequence of
NBA states, where si is the NBA state after completing at
πi. By denoting Πi = (qi, si, πi), i ∈ Z≥0 as a plan tuple, we
can rewrite Π = Π0Π1Π2, . . .. The plan Π = (q, s,π) is said
to satisfy the formula φ, denoted as Π |= φ, if π |= φ with
LA(qi) = πi and πi ∈ Δ(si−1, si), ∀i ∈ Z>0. In this work, the
plan Π is called feasible and satisfactory for φ if Π |= φ. Based
on the prefix-suffix structure [11], the plan Π can be written
in the form of Π = ΠpreΠsufΠsuf . . .. Πpre is the prefix part
starting from an initial state and ending at an accepting. Πsuf

is the suffix part with the same starting and ending NBA state,
which can be applied to construct a infinite word intersecting
the accepting states F infinitely many times. Therefore, we
only need to determine Πpre and Πsuf , which can construct
an infinite plan Π = ΠpreΠsufΠsuf . . . |= φ. Let Πfinite =
ΠpreΠsuf denoted a finite plan and the cost of Πfinite, denoted
as C(q) with q ∈ Πfinite, is defined as the total operation time
in completing the sub-tasks q. Specifically, the cost of q up to
the index j is defined as

C (q [. . . j]) = max {C (q [. . . j − 1]) , tj} (2)

where tj indicates the completion time for sub-task qj , which
satisfies ∀ri ∈ LR(qj), pi = LM(qj). Based on the defined
cost, the problem is formulated as follows.

Problem 1: Given the map M , an LTL formula φ, and the
multi-robot system R, the goal is to develop a task-level plan
Πfinite = ΠpreΠsuf that satisfies φ while minimizing the cost
C(q), q ∈ Πfinite.

IV. MISSION PLANNING

Since the tree-based methods such as map sampling [12]
or automaton sampling [11] need to incrementally construct a
dense transition system, they are limited in practice in the sense
that the search space can grow substantially with the increase
of agent numbers and the workspace size. To address this issue,
a planning decision tree based mission planning framework is
developed in this work, as shown in Fig. 2. The PDT encodes

Fig. 2. The mission planning framework. The node consists of mission-related
and system-related attributes. Each node searches child nodes based on sub-tasks
and obtains the system states by iterations. After pruning by function Bound,
child nodes are added into the tree. The robot will perform the task according
to the obtained plan and adapt the path to the real environment.

the automaton states generated by the LTL task φ and the system
states in a hierarchical tree structure. By growing the tree from
the root node to leaf nodes, PDT can be searched for plan Π
that satisfies the LTL task φ. It is worth pointing out that the
PDT based approach in this work only searches q ∈ Q, which
is only related to the areas of interest. Therefore, the map size
has limited influence on the algorithm complexity. In addition,
the planning relies on the predicted time and positions of each
robot, which can be obtained independently without searching
the product automaton. Therefore, the algorithm complexity
only increases linearly with the number of robots, which can
be used for large-scale robots in real time.

A. Planning Decision Tree (PDT)

As the basis of the developed mission planning framework,
the PDT is defined as follows.

Definition 3: The planning decision tree TD is constructed
based on a set of nodes {di}, i ∈ Z≥0, where d0 represents the
root. Each node in TD is defined as a tuple

di =
(
sTi , q

T
i , π

T
i , ETi, EPi

)
where
� sTi ∈ S denotes the automaton state of node i;
� qTi ∈ Q denotes the sub-task of node i;
� πT

i ∈ AP denotes the atomic proposition that satisfies
πT
i = LA(qTi );

� ETi = {tpre1 , tpre2 , . . . , tprena
} denotes the predicted task

completion time where tprej , also denoted as ETi(j), is
the predicted time that rj completes its previous sub-tasks
from d0 to di;

� EPi = {ppre1 , ppre2 , . . . , pprena
} denotes the predicted robot

locations for the previous task, where pprej ∈ M , also de-
noted as EPi(j), is the predicted location of ri to complete
its previous sub-tasks from d0 to di.

To avoid notational confusion, the superscript T in sTi , qTi ,
and πT

i indicates the states in TD. The parent node of di is
denoted as Ori(di), i.e., the predecessor. Let Nodes(di) denote a
sequence of nodes from the root d0 to di in TD, i.e.,Nodes(di) =
di0di1 . . . din is a sequence of nodes satisfying di0 = d0, din =
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Algorithm 1: Planning Decision Tree.

di, and, ∀j ∈ [n], dij−1
= Ori(dij ). The function Plan maps the

node sequence to a plan, i.e., Plan(Nodes(di)) = Π0Π1 . . .Πn,
where Πj = (qTij , s

T
ij
, πT

ij
), j ∈ [n], is a plan tuple of node

dij ∈ TD. Due to the prefix and suffix stages of the plan, the
function Prog(di) ∈ {pre, oth} ∪ F is developed to record the
task stage of the plan tuple (qTi , s

T
i , π

T
i ). Specially, Prog(di) =

pre indicates the plan is in the prefix stage, Prog(di) = s
indicates the plan is in the suffix stage with starting state s, and
Prog(di) = oth indicates the completion of first suffix stage.
Let PreS(di) denote the set of automaton states of the nodes
in the same task stage, i.e., sTj ∈ PreS(di) if dj ∈ Nodes(di)
and Prog(di) = Prog(dj), which can be used to avoid repeated
exploration. To address Problem 1, we further define CT (di) �
max{ETi} to indicate the cost from d0 to di.

The PDT TD can be constructed by expanding from the root
node and taking into account the LTL specifications and the
iterations of system states. A satisfactory plan is then gener-
ated by tracing back from the leaf node with the least cost to
the root node. The general idea is outlined in Algorithm 1.
Given the NBA Bφ, the workspace M , and the ATS T , the
tree is initialized by the root node d0. Specifically, its mission
states are set as sT0 = s0 ⊆ S0, qT0 = q0, πT

0 = π0 = ∅, and
Prog(d0) = pre. To avoid unnecessary expansion of the tree,
Tra(di) ∈ {0, 1} is defined to indicate whether di can generate
its child nodes and Tra(d0) = 0 by default. The EP0 and ET0

are set according to the initial system states. In lines 4–13, if there
exists a node di satisfying Tra(di) = 0, the tree is expanded by
adding new child nodes in the set disub generated by the function
Generation, where the function Bound is incorporated to reduce
the tree size by identifying the nodes that do not contribute to
the mission planning. After all child nodes are added to the
tree, the traversal flag is set to Tra(di) = 1, which indicates
that it has been traversed and will not generate child nodes
any more. The tree stops expanding until all nodes have been
traversed. Finally, the node completing the first suffix stage with
the minimum cost, denoted as dmin, is selected. The plan can
then be obtained by Π = Plan(Nodes(dmin)) and divided into
ΠpreΠsuf by Prog(di) for each di ∈ Nodes(dmin).

B. Tree Expansion

The tree TD expands by generating feasible child nodes. Each
child node contains the mission states, the system states. The
mission states indicate the mission progress, which guides the
execution of sub-tasks. The system states are updated based on
the mission states and previous system states, which can greatly
reduce the search space. The evaluation states are updated based
on the system states to reduce the tree expansion.

Given a parent node di, the function Generation in Algo-
rithm 2 is developed to generate its set of child nodes disub.
Specifically, after initialization (line 1), we first identify all
feasible automaton states s and the next sub-tasks q that satisfy
s ∈ S \ PreS(di) and LA(q) ∈ Δ(sTi , s) (lines 2–3). By the
selected state s and sub-task q, the child node dsub is created and
initialized as qTsub = q, sTsub = s, πT

sub = LA(q), Ori(dsub) =
di, and Tra(dsub) = 0. The predicted completion system states,
i.e., EPsub(j) and ETsub(j) of robot rj , are updated based on
the involved robots LR(q) and the location of current sub-task
LM(q). Specifically, for each robot rj ∈ LR(q), we set the
predicted location as EPsub(j) = LM(q) and the predicted
arrival time as ETarr(j) = ETi(j) +

1
vj
Length(P), where P

is the path from EPi(j) to LM(q) which can be obtained by ex-
isting path planners (e.g., PRM, RRT, RRT*) and 1

vj
Length(P)

indicates the predicted arrival time for the current sub-task q.
For other robots rj /∈ LR(q), EPsub(j) and ETarr(j) are set
the same asEPi(j) andETi(j) of their parent node di. Since the
current sub-task requires the arrival of all involved robots after
completing their previous sub-tasks, the predicted completion
time for the agent rj ∈ LR(q) is designed as (3). As there exists
CT (di) ≤ maxrk∈R{ETarr(k)}, (3) can be simplified as (4).

ETsub(j) = max

{
max

rk∈LR(q)
{ETarr(k)}, CT (di)

}
(3)

ETsub(j) = max
rk∈R

{ETarr(k)} (4)

The cost is set as CT (dsub) = maxj∈[na]{ETsub(j)}, which
indicates the total completion time for all sub-tasks from d0
to dsub. The task stage Prog(dsub) indicates the current stage of
the task and evolves according to

Flag(Prog, s) =

⎧⎪⎨
⎪⎩
Prog, if s /∈ F ,

s, if s ∈ F ,Prog = pre,

oth, if Prog = s.

(5)

Note that each NBA state can appear only once in one mission
stage by line 2, which can reduce the expansion of the parent
node di. To avoid the same NBA states appearing in one mis-
sion stage, the PreS(dsub) is updated based on Prog(dsub). If
Prog(dsub) changes, we set PreS(dsub) = ∅, and PreS(dsub) =
PreS(di) ∪ {sTsub} otherwise. Finally, dsub is added to the set of
child nodes disub.

In Algorithm 2, the system states are updated based on the
NBA state sTsub and the sub-task qTsub. Such a design can not only
enable the robot to select feasible actions that satisfy the LTL
mission, but also avoid the complex representation of system
states by directly obtaining the current robot state in the search.
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Algorithm 2: Generation.

Thus, this method greatly reduces the search space caused by
the high precision of the map, the large number of robots, or the
dense time stamps, which makes traversal only related to tasks.

Remark 1: As the robots may not all be in the areas of interest,
a sparse map with only areas of interest can not fully express the
system states of the multi-robot system. Therefore, when using
product automaton based methods, a dense map is generally pre-
ferred over a sparse map. To address this issue, time automata are
developed in [28] and [29] to indicate the waiting time, which al-
lows the transition system with sparse states to be applied. Differ-
ently, the PDT based method in this work directly uses time and
position information to describe the system states, which avoids
the need of extensive exploration in each step as in the product
based methods [30] and sampling based methods [11]. There-
fore, our method can be used for a sparse map with only areas of
interest and the system states can be obtained directly without
search.

C. Tree Pruning

Since TD can grow substantially due to the traversal and the
iteration of system states, a pruning method is developed in this
section to limit the tree expansion. In particular, the function
Bound is designed, which can reduce the number of child nodes

Algorithm 3: Bound.

in TD. Different from the pruning method in [10], the proposed
pruning method is task-oriented, which limits the number of
nodes within (1 + |F |)× |S|.

As shown in Algorithm 3, for each child node, the first suffix
stage of the mission has been finished if Prog(dsub) = oth
(lines 2–3), and thus we can obtain a plan by dsub. Since this
dsub should not be traversed to generate new child nodes, we
set Tra(dsub) = 1. For the child node dsub, the node di ∈ TD
that has the same NBA state and the same task stage will be
selected (lines 4-10). If there exists CT (di) ≤ CT (dsub), we
set Tra(dsub) = 1. Otherwise, we set Tra(d̂i) = 1 for all leaf
nodes d̂i generated by di, which satisfying di ∈ Nodes(d̂i).
Later we will show that Bound can limit the number of state
while speeding up the tree expansion and ensuring the solution
time within the polynomial complexity.

To limit the tree expansion, the tree traversal rules are devel-
oped.

Definition 4: The traversal rules are defined as follows:
1) For any d in TD, if Prog(d) = oth, d will no longer be

traversed;
2) For any d in TD, the traversed states in PreS(d) will not

be sampled if the plan stage (i.e., plan prefix, plan suffix)
remains the same;

3) For any di and dj in TD, if ∃sTi = sTj , Prog(di) =
Prog(dj) and CT (di) < CT (dj), then the node dj will
no longer be traversed and the child nodes of dj will be
pruned off from TD.

The developed traversal rules in Definition 4 can effectively
control the horizontal and vertical expansion of TD. The idea
behind rule 1) is to limit the length of tree as we are interested in
completing the suffix loop fast. By rule 2), the depth of TD will
be smaller than |S| in each plan stage, which ensures the total
length of plan is not more than 2× |S|+ 1. For each plan stage,
only one node di ∈ TD, sTi = s, can generate its child nodes and
add them into TD, which means that after pruning, it holds that
|TD| < (1 + |F|)× |S|. In implementation, the rules 1) and 3)
are embodied in Algorithm 3 (lines 2–3 and lines 4–10) while
the rule 2) is embodied in Algorithm 2 (line 2).
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V. ALGORITHM ANALYSIS

This section investigates the performance of PDT in the
following aspects: the feasibility, the completeness, and the
optimality. The feasibility indicates if the generated plan is
applicable and the algorithm completeness indicates whether
or not a feasible solution, if exits, is guaranteed to be found.

A. The Performance of PDT

We first show in Theorem 1-2 that the PDT, without using
the traversal rules, is guaranteed to find a satisfactory mission
plan. We then show in Lemma 1 - 4 that the traversal rules do
not compromise the feasibility and completeness of PDT, which
concludes in Theorem 3 that PDT with traversal rules can search
for the mission planning more efficiently.

Theorem 1 (The feasibility of PDT): Given a multi-robot
system R operating in the environment M with an LTL task φ,
if Algorithm 1 can find a plan ΠpreΠsuf without using traversal
rules, it is guaranteed that ΠpreΠsuf |= φ.

Proof: Given an LTL formula φ, the environment M , and the
multi-robot system R, the tree TD can be constructed following
Algorithm 1. For each node di with a parent node Ori(di) = dj ,
by line 3 in Algorithm 2, one has πT

i = LA(qTi ) ∈ Δ(sTj , s
T
i ).

By the Algorithm 3, if Prog(di) = oth, then the path of di has
entered the accepting set F at least two times with the same
accepting states. Therefore, the plan obtained by PDT can finish
the first suffix loop of the mission and thus satisfies the task φ.�

Theorem 2 (The completeness of PDT): Given a multi-robot
system R operating in the environment M with an LTL task
φ, if there exists a mission planning satisfying φ, the PDT in
Algorithm 1 is ensured to find it without traversal rules.

Proof: Consider a planΠfinite = ΠpreΠsuf that satisfies the
formula φ with the shortest execution time. The corresponding
sequence can be represented as Πfinite = (q, s,π), which sat-
isfies ∀πi ∈ π, πi ∈ Δ(si−1, si) and LA(qi) = πi. According
to definition, sT0 = s0 ∈ s, qT0 = q0 ∈ q, πT

0 = π0 ∈ π. Since
TD has traversed all states when generating the child nodes, there
exists a node di1 ∈ TD such that sTi1 = s1 ∈ s, qTi1 = q1 ∈ q, and
πT
i1

= π1 ∈ π. Then, in the following expansion, if there exists a
node dij ∈ TD with sTij = sj ∈ s, qTij = qj ∈ q, πT

ij
= πj ∈ π,

there must exist dTij+1
∈ TD, sTij+1

= sj+1 ∈ s, qTij+1
= qj+1 ∈

q, πT
ij+1

= πj+1 ∈ π. Therefore, for ∀(qj , sj , πj) ∈ (q, s,π),

there exists dTij ∈ TD that satisfies sTij = sj ∈ s, qTij = qj ∈ q,

πT
ij
= πj ∈ π, which indicates the completeness of PDT. �

Theorem 1-2 indicate that, without traversal rules, PDT is
complete and feasible. Therefore, as long as there exists feasible
plans for the mission φ, the constructed tree TD is ensured to
include such plans. Among these feasible plans, the optimal one
with the minimum cost can be found. Therefore, PDT without
traversal rules also has optimality. The following lemmas and
theorems will show that the traversal rules only reduce the
search space without compromising the feasibility and com-
pleteness of PDT. To facilitate the analysis, we use C(q) to
evaluate the performance of a task sequence q = q0q1 . . . qe. Let
CR(r, q) denote the shortest completion time for robot r ∈ R

corresponding to the task sequence q, which further indicates
C(q) = maxr∈R(CR(r, q)).

Lemma 1: Suppose there are two task sequences q =
q0 . . . qe, and q∗ = q0 . . . qt . . . qe, where q∗ is same with q but
differs in containing additional task qt in the middle. It holds
that C(q) ≤ C(q∗).

Proof: Consider two task sequences q1 = q0qe and
q2 = q0q1qe, with the same initial state before executing
the task. If LR(q1) ∩ LR(qe) = ∅, one has C(q2) =
max(C(q0qe), C(q0q1)), and C(q0q1) ≥ C(q1). If there exits a
robot r ∈ LR(q1) ∩ LR(qe), then CR(r, q2) ≥ CR(r, q1)
since the robot r performs both q1 and qe. For the
robot r ∈ LR(q1) \ LR(qe), CR(r, q2) ≥ CR(r, q1) since
robot r performs one more task q1 in q2. For the robot
r ∈ LR(qe) \ LR(q1), CR(r, q2) = CR(r, q1) since
robot r performs the same task sequence q0qe. Then
there exists C(q2) = maxr∈R(CR(r, q2)) ≥ C(q1) =
maxr∈R(CR(r, q1)). Hence, following similar analysis
above, given q = q0 . . . qe, and q∗ = q0 . . . qt . . . qe, it can
be concluded that C(q) ≤ C(q∗). �

Lemma 2: Suppose Πbest = (q, s,π) = ΠpreΠsuf is an op-
timal plan. The states in s ∈ Πpre are all different, i.e., si �=
sj , ∀si, sj ∈ s, i �= j, and the same holds for s ∈ Πsuf .

Proof: Consider an optimal plan Πbest = ΠpreΠsuf , whose
corresponding states sequence is s = s0s1 . . . sn and the propo-
sitions sequence is π = π0π1 . . . πn. If si = sj ∈ S, i < j, sat-
isfyingΔ(si, sj+1) �= ∅ andL(qj+1) ∈ Δ(si, sj+1), there must
exist a new state sequence snew = s0 . . . sisj+1 . . . sn and a
task sequence qnew = q0 . . . qiqj+1 . . . qn, which satisfies φ in
M . According to Lemma 1, one has C(q) ≥ C(qnew), which
indicates there exists a plan whose cost is smaller than Πbest,
leading to the contradiction to the optimality assumption. �

Lemma 3: Traversal rule 2) in Definition 4 does not affect the
optimality and completeness of PDT.

Proof: According to Theorem 2, without using the traversal
rules, the PDT can still obtain all feasible plans. Suppose dend is
the leaf node with the least cost in TD. Then P = di0di1 . . . din
is an optimal path in TD generated by P = Nodes(dend) and
the corresponding optimal plan is Π = Plan(P) = (q, s,π),
q = q0 . . . qn. If there exist two nodes dik , dij ∈ P , k < j, such
that sTik = sTij = sk ∈ s and Prog(dik) = Prog(dik), accord-
ing to Lemma 2 C(q∗) ≤ C(q) with q∗ = q0 . . . qkqj+1 . . . qn.
Therefore, P is not the optimal path in TD, which is against
the assumption. Hence, the traversal rule 2) does not affect the
optimality and completeness of PDT.

Lemma 4: Traversal rule 3) in Definition 4 does not affect the
completeness of PDT. �

Proof: According to Theorem 2, without using the traver-
sal rules, the PDT can still obtain all feasible plans. Sup-
pose there exist two nodes dk1

, dk2
∈ TD satisfying sTk1

= sTk2
,

Prog(dk1
) = Prog(dk2

), CT (dk1
) < CT (dk2

). Assume that
there exists a feasible plan P = di0di1 . . . din and dk2

= dij ,
i.e. P = Nodes(dk2

)dij+1
. . . din . Then, due to sTk1

= sTk2
and

Prog(dk1
) = Prog(dk2

), there exists a new node sequence
Pnew = Nodes(dk1

)dij+1
. . . din that satisfies the same task φ.

It indicates that if the best plan exists and is not in TD because
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TABLE I
SOLUTION TIME FOR DIFFERENT NUMBER OF STATES

of the traversal rules, then there must exist an approximate
sub-optimal path satisfying φ. Hence, the traversal rule 3) does
not affect the completeness of PDT. �

Theorem 3: PDT with traversal rules is feasible and complete.
Proof: Lemma 1-4 indicate that the traversal rules do not

compromise the completeness of PDT. They only affect the node
expansion of the tree, which do not compromise the selected
propositions and transition of NBA states. Hence, the traversal
rules do not affect the feasibility of PDT. Since PDT is feasible
and complete without using traversal rules by Theorem 1-2,
the PDT is also feasible and complete when incorporating the
traversal rules. In addition, PDT can obtain the sub-optimal plan
since traversal rule 2) does not compromise the optimality and
traversal rule 3) can reserve the sub-optimal plan. �

Since the search progress of PDT algorithm is only task-
related, only the system states of each robot in the function
Generation need to be updated. Therefore, for PDT algorithm,
the time complexity related to na is O(n). As discussed before,
after pruning, there are at most (1 + |F|)× |S| nodes in TD
and thus the space complexity related to |S| is O(n). As the
upper bound length of tree is 2× |S|+ 1, the traversal times
are smaller than 2× |S|+ 1. In each traversal, since at most
(1 + |F|)× |S| nodes can be traversed and at most |S| × |AP |
child nodes can be generated by one parent node, the time
complexity is at most O(n3).

VI. NUMERICAL AND PHYSICAL EXPERIMENT

Numerical simulations are carried out in this section to
evaluate the performance of PDT. Throughout this simulation,
LTL2STAR is used to convert the LTL formula to an NBA [25]
and Matlab 2019b is used for numerical simulations. The re-
ported simulation results are the average of at least 20 runs.

The performance of the PDT algorithm is evaluated in terms
of the computation time in finding a feasible plan for the multi-
robot system R operating in M with an LTL task specification
φ. The environment M consists of 8 areas of interest and several
robots. Theapi, i = 1, . . . , 8, represents the tasks of visiting area
i, respectively. The areas of interest and the initial positions of
robots are randomly deployed. A total of 20 random maps have
been constructed as the test environments.

We first consider a single-robot with LTL formulas of dif-
ferent size (i.e., various number of atomic propositions and
NBA states). The average solution time of 20 runs is listed in
Table I. Fig. 3(a) indicates that the solution time is approximately

Fig. 3. The plots (a) and (b) show the solution time under different number of
task states and robots, respectively.

TABLE II
SOLUTION TIME FOR DIFFERENT NUMBER OF ROBOTS

TABLE III
SOLUTION TIME FOR DIFFERENT ALGORITHMS

linearly proportional to |S|2, which is smaller than the upper
bound of time complexity O(n3).

We then fix the LTL formula φ = GFap1 ∧GFap2 ∧
GFap3 ∧GFap4 and vary the number of the robots in R. The
average results of 20 runs are listed in Table II. Fig. 3(b) indicates
that the robot numbers has little influence on the solution time
when na is small and gradually shows a linear relationship with
na whenna is large. The time complexity of PDT corresponding
to the number of robots na is O(n), which is consistent with the
algorithm analysis.

To show the superiority of the algorithm, the proposed PDT
is compared against existing methods. For various numbers of
NBA states and robots, the results using different algorithms
are listed in Table III. Sampling indicates the sampling-based
method in [11] and we employed exactly the same settings in
the simulation section of [11] in this work for the purpose of
comparison. The solution time for the first searched feasible plan
is listed. The MILP methods in the works of [31], [32] are also
compared with our approach in terms of the solution time and
the simulation results are listed in Table III. The search step is
set as 1 in a 10× 10 map for the sampling-based method, MILP,
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Fig. 4. The experiment results. (a) UAV r1 arrives at region 1. UAV r2 and
r3 arrive at region 2. (b), UAV r1 and r2 arrive at region 3. UAV r3 arrives at
region 4. (c) All UAVs return to region 5.

and ours. It can be seen from Table III that the sampling-based
method and MILP can not scale well with large groups of robots
and shows large variance. In contrast, the PDT based method is
much faster and scales well for large-sized multi-robot systems.

Experiments are carried out for the case in Example 1. The
system runs Matlab 2019b on Ubuntu18.04 and the ROS version
is Melodic. PDT searches 18 nodes within 0.0056s and the
minimum cost value is 25.61. The obtained plans are both
π = ap1ap3ap2ap4ap5. The snapshots of the experiment are
shown in Fig. 4, which indicates φ is successfully completed by
the UAVs. The experiment video is provided.1

VII. CONCLUSION

For multi-robot systems with temporal logic specifications,
this letter develops a novel framework that can generate satis-
factory plans not only faster than most existing methods, but
also multiple orders of magnitude more robots than those that
existing methods can manipulate. Additional research will con-
sider extending the PDT based mission planning for uncertain
environments or heterogeneous multi-robot systems.
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